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Pillars of Open-Science

Rationale (Pros & Cons)

What is Big Neuro Data?
Where is it? How to Use it?
Why is it Important?

Case-studies
O Parkinson’s Disease (PD)
O Population Census-like Neuroscience (UKBB)
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Sources: Characteristics of Big Biomed Data

IBM Big Data 4V's: Volume, Variety, Velocity & Veracity

Big Bio Data
Dimensions

Size
Complexity
Incongruency
Multi-source
Multi-scale
Time

Incomplete

Tools

Harvesting and management of
vast amounts of data

Wranglers for dealing with
heterogeneous data

Tools for data harmonization and
aggregation

Transfer and joint modeling of
disparate elements

Macro to meso to micro scale
observations

Techniques accounting for
longitudinal patterns in the data

Reliable management of missing
data

Example: analyzing observational
data of 1,000’s Parkinson’s disease
patients based on 10,000’s
signature biomarkers derived from
multi-source imaging, genetics,
clinical, physiologic, phenomics and
demographic data elements

Software developments, student
training, service platforms and
methodological advances
associated with the Big Data
Discovery Science all present
existing opportunities for learners,
educators, researchers,
practitioners and policy makers
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3 .6M Lo
BigData__| Information | _Knowledge | Action
Raw Observations Processed Data Maps, Models Actionable Decisions
Data Aggregation Data Fusion Causal Inference Treatment Regimens

Data Scrubbing Summary Stats Networks, Analytics Forecasts, Predictions

Semantic-Mapping Derived Biomarkers Linkages, Associations Healthcare Outcomes

Why is FAIR Data Sharing Important?

O Optimum resource utilization (low cost, high efficiency / policy, security,
processing complexity)

Democratization of the scientific discovery process Dav2

Enhanced inference (e.g., coverage of rare events, increase of stat

power)

Increase of Kryder’s Law (Data volume) > Moore’s Law (Compute power)

Exponential decay of data-value

Incents innovation, transdisciplinary collaborations, and knowledge

dissemination
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Infrastructure: Cloud Ecosystem
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Rationale for Open Science (Cons)

Journals impact factor (compared to pay-per-view journals, OA are newer)
Predatory science (dubious quality, profit-centric, spam camouflage)

Discovery is easy, but validity/utility of the science or tools may be difficult
to evaluate en masse

Extra work may be required by all scholars to sift through and identify
appropriate materials

Ambiguity of usage-rights/copyrights/licenses

Demacratization and socialization of science may suffer from some of the
same downsides as social-networks

Is science competitive or collaborative? Is it a zero-sum enterprise?

Rationale for Open Science (Pros)

We are always stronger together

Long-term sustainability prefers diversity

Optimized investments, career advancement, impact & cost-efficiency
Expeditious discovery, innovation, productization & impact

Rapid devaluation of data-hoarding, clandescent science, knowledge
obfuscation

Exponential Growth of Big Data (Size, Complexity, Importance)

Exponential Value Decay of Static Big Data
T=10

_—T=12 . .

—To14 Times of Data Observation

T=16.

Data Acquisition

; 10 Time |‘5 Z‘D 2‘5
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Rationale for Open Science: Kryder vs. Moore

O Moore’s law = the expectation that our conao®
computational capabilities, specifically the
number of transistors on integrated circuits,
doubles approximately every 18-24

15000000
months.

Kryder’s law = the volume of data, in terms 00000

of disk storage capacity, is doubling every 00000

14-18 months.

Kryder > Moore: Although both laws yield

exponential growth, data volume is

increasing at a faster pace. Thus, there Neuroimaging (GB)
are clear interests and needs for significant

private, public and government Gepgpic> BPIGE)
engagement in opening, managing,
processing, interrogating and interpreting
the information content of Big Data.

M Moore’s Law (1000'sTrans/CPU)

DataSifter

U DataSifter is an iterative statistical computing approach that
provides the data-governors controlled manipulation of the
trade-off between sensitive information obfuscation and
preservation of the joint distribution.

U The DataSifter is designed to satisfy data requests from pilot
study investigators focused on specific target populations.

4 Ilteratively, the DataSifter stochastically identifies candidate
entries, cases as well as features, and subsequently selects,
nullifies, and imputes the chosen elements. This statistical-
obfuscation process relies heavily on nonparametric
multivariate imputation to preserve the information content of

the complex data.
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DataSifter

U A detailed description and dataSifter() R method
implementation are available on our GitHub repository

( )

U Data-sifting different data archives requires customized
parameter management. Five specific parameters mediate
the balance between protection of sensitive information and
signal energy preservation.

ky: A Boolean; obfuscate the
unstructured features?

Obfuscation 0 < U n(ko + k1 + kz + k3 + k4) <1 k,: proportion of artificial missing
level k k k k k data values that should be introduced
0 1 2 i 4
None (0] 0 0] 0 0 ky: The number of times to iterate
Sma” 0 0.05 1 0.1 0.01 k3: The fraction of structured features
Medium 1 0.25 2 0.6 0.05 to be obfuscated in all the cases

Large 1 0.4 5 0.8 0.2 : .
= = = ky4: The fraction of closest subjects to
Indep Output synthetic data with independent features | be considered as neighbours of a given

subject

DataSifter

User: Jane
Health System/Data Governor e
O  Data Retrieval

sQL/NosQL

DataSifter Process

Initial Dataset Q Interrogation

eatures i Q  Refined/Mod Query
RN 0O Results
g & @ User: Joe

Q  Initial Query
O  Data Retrieval

O Interrogation
O  Refined/Mod Query!
0  Results
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DataSifter Validation

I. Protection of sensitive information (privacy)
PIFV under Different Privacy Levels. Binary outcome refers to the first

experiment; Count refers to the second experiment; Continuous refers to
the third experiment.

Each box represents 30 different “sifted” data or 30,000 “sifted” cases.

)

outcome
&binar

EElcou[)
&continuous

Percent of Identical Feature Values (PIFV

Level of Obfuscation

DataSifter Validation

II. Preserving utility information of the original dataset
Logistic Model with Elastic Net Signal Capturing Ability. TP is the
number of true signals (total true predictors = 5) captured by the
model. FP is the number of null signals that the model has falsely
selected (total null signals=20).

ouécome ouécome
=binar a =binar
8ount’ s Scount’

COU{] COUP
Bcontinuous Econtinuous
.

N T

none small medium large indep
Level of Obfuscation

none small medium large indep
Level of Obfuscation




DataSifter Validation

I1l. Clinical Data Application: Using DataSifter to Obfuscate the ABIDE Data

Comparing the Original and “Sifted” Data for the 22nd ABIDE Subject

9 N aus_curv, )
thick_std_ct | curv_ind_ctx 8 ct;lh = curv_ind_ctx

X _lh_G_front_ . . _lh_S_interm
’ . medialorbitofront s
.Ih.cuneus inf.Triangul _prim.Jensen

Acquisition

Age Plane

orlglnal Autism 31.7 Sagittal 131 0.475 2.1

P Autism 317  Sagittal 131 0475 21 . | os1 |
P Autism 317  Sagittal 131 0.475 21 A 0.4589

m Autism 317  Sagittal 111 0.548 2.85 : | 04e3 |

Iarge Control 18.2 Sagittal 104 0.5347 3.198

v Jeow| 30| coom || oava | s | oum | sem

Autism Brain Imaging Data Exchange (ABIDE) case-study M

DataSifter Validation

IV. Clinical Data Application: Using DataSifter to Obfuscate the ABIDE Data
PIFVs for ABIDE under different levels of DataSifter obfuscations.
Each box represents 1098 subjects among the ABIDE sub-cohort
Random forest prediction of binary clinical outcome - autism spectrum
disorder — (ASD) status (ASD vs. control)

level

o
133
S

‘m{xgep

Prediction Accuracy

o
N
a

Percent of Identical Feature Values (PIFV)‘

==

none small medium large indep none small medium large indep
Level of Obfuscation Level of Obfuscation
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Data Science & Predictive Analytics

U Data Science: an emerging extremely transdisciplinary field -
bridging between the theoretical, computational, experimental,
and applied areas. Deals with enormous amounts of complex,
incongruent and dynamic data from multiple sources. Aims to
develop algorithms, methods, tools, and services capable of
ingesting such datasets and supplying semi-automated decision
support systems

Predictive Analytics: process utilizing advanced mathematical
formulations, powerful statistical computing algorithms, efficient
software tools, and distributed web-services to represent,
interrogate, and interpret complex data. Aims to forecast trends,
cluster patterns in the data, or prognosticate the process behavior
either within the range or outside the range of the observed data
(e.g., in the future, or at locations where data may not be available)

Case-Studies — Parkinson’s Disease

Investigate falls in PD patients using clinical, demographic and neuroimaging
data from two independent initiatives (UMich & Tel Aviv U)
Applied controlled feature selection to identify the most salient predictors of
patient falls (gait speed, Hoehn and Yahr stage, postural instability and gait
difficulty-related measurements)
Model-based (e.g., GLM) and model-free (RF, SVM, Xgboost) analytical
methods used to forecasts clinical outcomes (e.qg., falls)
Internal statistical cross validation + external out-of-bag validation
Four specific challenges
Challenge 1, harmonize & aggregate complex, multisource, multisite PD data
Challenge 2, identify salient predictive features associated with specific clinical
traits, e.g., patient falls
Challenge 3, forecast patient falls and evaluate the classification performance
Challenge 4, predict tremor dominance (TD) vs. posture instability and gait
difficulty (PIGD).
Results: model-free machine learning based techniques provide a more reliable
clinical outcome forecasting, e.g., falls in Parkinson’s patients, with classification

accuracy of about 70-80%.

10
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Case-Studies — Parkinson’s Disease
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Case-Studies — Parkinson’s Disease

Method | acc | sens | spec | ppv | npv | lor | auc |
g 0537 0855 0710 0.736 1.920 0.774
0.796 0.683 0.871 0778 0.806 2.677  0.821
0.689 0.610 0742 0610 0742 1502  0.793
0.699 0707 0.694 0604 0782 1699  0.787
0.709 0561 0.806 0.657 0735 1672  0.822
0.699 0610 0758 0.625 0.746  1.588

0.738 0.683 0774 0667 0787  1.999

Results of binary fall/no-fall classification (5-fold CV) using top 10 selected features
(gaitSpeed_Off, ABC, BMI, PIGD_score, X2.11, partll_sum, Attention, DGI, FOG_Q, H_and_Y_OFF)

11
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Open-Science & Collaborative Validation

End-to-end Big Data analytic protocol jointly
processing complex imaging, genetics, clinical,
demo data for assessing PD risk

o Methods for rebalancing of imbalanced cohorts

o ML classification methods generating
consistent and powerful phenotypic predictions

o Reproducible protocols for extraction of
derived neuroimaging and genomics Colabs
biomarkers for diagnostic forecasting

Case-Studies — General Populations
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Case-Studies — UK Biobank (Complexities)
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Case-Studies — UK Biobank — Successes/Failures
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Case-Studies — UK Biobank — Results

UKBB
Biomarker Data

502,627 Observations, 9,914 Observations,
4,316 Variables 3,297 Neuron Imaging Biomarkers
L )

cluster

16ewi01nau

.

Integrated Data
42

Coordinate2
o

9,914 Observations,
Neuron Imaging
Biomarkers

7,613 Features
Clinical+Demographic l
Features __ 3

1
Complete Different degrees of missingness

ureiq ay3 Jo 101d INS-1

SiayJewolq bu

/ '+ Unsupervised clustering |« Select the highly observed
| + k-means clustering features with missingness
+ hierarchical clustering less than 70%
+ Characterize the features )
with significant difference m— e Cluster 1 Cluster 2
between clusters by "
Student’s t test, Kolmogorov- y ] : i
T N select the categarical GIEEIITEIN Cluster 1 3768 (38.0%) 528 (5.3%)
‘Whitney-Wilcoxon test. features with important
+ Select the top 20 features linical significance by chi- YOS Cluster2 827 (8.3%) 4791 (48.3%)
‘with the minimum averaged | square test and Fisher’s

p-values exact test. )

Together with the clinical and
demographic features, decision

rules were developed to predict
the presence and progression of
heaith morbidity.

V

ariance
Cluster-size

Predict the selected features with
the chosen biomarkers using some
parametric/non-parametric model

-0‘997 0.001 5344 0.09
n0.934 0.001 4570 0.05
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Case-Studies — UK Biobank — Results

1,134 (24.7%)
3461 (75.3%)

smnwnv/hun Teelings
2,142 (47.9%)
2332 (521%)

,mfwj j Variable Cluster1 |Cluster 2

i b
i
— el 113 247%) 4,062 (76.4%)

297 70781 : 3,461 (75.3%) 1,257 (23.6%)

854 (66.7%)
24 (33.3%)

796 (41.1%)
577

(s85%) : Nervous feelings
s Yes 751 (16.6%) 1,071 (20.8%)
nggm x No 3,763 (83.4%) 4,076 (79.2%)

485 (10.7%) 749 (14.5%)
4,038 (89.3%) 4,418 (85

51(16.6%) 1,071 (20,

763 83.4%) 4075 (79 Frequency of tiredness/lethargy in
s s LRI D
S — Not at all 2,402 (53.0%) 2,489 (47.8%)
e aamie Several days 1,770 (39.0%) 2,127 (40.9%)
20 : More than half the days 187 (4.1%1) 300 (5.8%)
e 19019 : 177 (3.9%) 287 (5.5%)
T (518 ; Alcohol drinker status
e e Never 81 (1.8%) 179 (3.4%)
ST ) Previous 83 (1.8%) 146 (2.7%)
T S a2 200 y Current 4,429 (96.4%) 4,992 (93.9%)

Several day
More than half the days

Never/rarely T 1,181 (221

Case-Studies — UK Biobank — Results

ungnthusiastic
p=<0.001

miserable
p<0.001

sensitivity worrier i aseg_| rhCurstVoI
p«<0.001 p=0.002 p=00

aseg_BrainSegVolNotVent
p=0.018 y= (0 692 0308) v = (0 664 0338) ¥ = (0 558 0442) ¥ = (0 075 0925) Y= (0 028 0972) 0088 0912) v = (02

<=-0.411

Decision tree illustrating a simple clinical decision support system providing machine guidance
for identifying depression feelings based on categorical variables and neuroimaging biomarkers.
In each terminal node, the y vector includes the percentage of subjects being labeled as “no” and
“yes”, in this case, answering the question “Ever depressed for a whole week.” The p-values
listed at branching nodes indicate the significance of the corresponding splitting criterion.
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Case-Studies — UK Biobank — Results

Sensitivity/hurt feelings [Ieiy/oo] (0.676, 0.724) 0.657 0.740

Ever depressed for a whole week [oVZ:¥3 (0.760, 0.803) 0.938 0.618

Worrier/anxious feelings [0¥E] (0.706, 0.753) 0.721 0.739
0739  (0715,0762) 0863 0548

Cross-validated (random forest) prediction results for four types
of mental disorders

What's Next?

o Lots of “open problems” in data-science, e.g.,
fundamentals of data representation & analytics

o The SOCR team is developing:

o Compressive Big Data Analytics (CBDA) technique — an
ensemble learning meta-algorithm

o DS Time-Complexity and Inferential-Uncertainty

o Need lots of community, institutional, state, federal,
and philanthropic support to advance data science
methods, enhance the computing infrastructure,
train/support students/fellows, and tackle the

Kryder Law > Moore Law trend
S\-\a(?.
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