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Driving biomedical/health challenges

O Phenotype-Genotype-Environmental
Phenotype:
Outward manifestations of the form, shape, or characteristics of
specific individuals, cohorts, or morbid conditions
Nature/Genome:
Read the genome >
protein synthesis -> (£
2 basic functions > X
structural proteins determine physical traits or z|=2
functional traits of protein enzymes catalyzing chemical 2|5
reactions
Nurture/Environment:
Ambient environment directly effects Pheno + Geno >
Provides raw materials needed for the synthetic processes
controlled by Nature/Genes ->
Organisms either synthesize of obtain amino acids with their diet




Natural Phenomenon

Population/Census
Unobservable

NEYLYE
Process

Big Data

Harmonize/Aggregate Problems Limited process view

Sample

Characteristics of Big Biomed Data

IBM Big Data 4V'’s: Volume, Variety, Velocity & Veracity

Big Bio Data
Dimensions

Size
Complexity
Incongruency
Multi-source
Multi-scale

Incomplete

Tools

Harvesting and management of
vast amounts of data

Woranglers for dealing with
heterogeneous data

Tools for data harmonization and
aggregation

Transfer and joint modeling of
disparate elements

Macro to meso to micro scale
observations

Reliable management of missing
data

Example: analyzing observational
data of 1,000’s Parkinson’s disease
patients based on 10,000’s
signature biomarkers derived from
multi-source imaging, genetics,
clinical, physiologic, phenomics and
demographic data elements

Software developments, student
training, service platforms and
methodological advances
associated with the Big Data
Discovery Science all present
existing opportunities for learners,
educators, researchers,
practitioners and policy makers
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Data science & predictive analytics

U Data science: an emerging extremely transdisciplinary field -
bridging between the theoretical, computational, experimental,
and biosocial areas. Deals with enormous amounts of complex,
incongruent and dynamic data from multiple sources. Aims to
develop algorithms, methods, tools and services capable of
ingesting such datasets and supplying semi-automated decision
support systems

U Predictive analytics: process utilizing advanced mathematical
formulations, powerful statistical computing algorithms, efficient
software tools and web-services to represent, interrogate and
interpret complex data. Aims to forecast trends, cluster patterns in
the data, or prognosticate the process behavior either within the
range or outside the range of the observed data (e.g., in the
future, or at locations where data may not be available)

Big Data___Information | _Knowledge | __Action |

Raw Observations Processed Data Maps, Models Actionable Decisions

Data Aggregation Data Fusion Causal Inference Treatment Regimens
Data Scrubbing Summary Stats Networks, Analytics Forecasts, Predictions

Semantic-Mapping Derived Biomarkers Linkages, Associations Healthcare Outcomes
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Case-Studies — ALS

O Identify predictive classifiers to detect, track and prognosticate
the progression of ALS (in terms of clinical outcomes like
ALSFRS and muscle function)

Provide a decision tree prediction of adverse events based on
subject phenotype and 0-3 month clinical assessment changes

Data

T Sample Size/Data Type Summary

Over 100 variables are recorded for all
subjects including: Demographics: age, race,
medical history, sex; Clinical data:
Amyotrophic Lateral Sclerosis Functional
Rating Scale (ALSFRS), adverse events,
onset_delta, onset_site, drugs use (riluzole)
The PRO-ACT training dataset contains
clinical and lab test information of 8,635
patients. Information of 2,424 study subjects
with valid gold standard ALSFRS slopes used
for processing, modeling and analysis

The time points for all
longitudinally varying
data elements are
aggregated into signature
vectors. This facilitates
the modeling and
prediction of ALSFRS
slope changes over the
first three months
(baseline to month 3)

ProAct
Archive

Case-Studies — ALS =8 ._-_.
=

U Detect, track and prognosticate the
progression of ALS

O Predict of adverse events based on
subject phenotype and 0-3 month
clinical assessment changes

Variable Importance (BART)
with Adverse Events

| 0017404524
| Methods | Linear Regression | Random Forest | BART
0.081 0.174 0.225 0.178

0.619 0.587 0.568 0.585

0.298 0.434 0.485 0.447
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Case-Studies — Parkinson’s Disease

Predict the clinical diagnosis of patients using all available data (with and
without the UPDRS clinical assessment, which is the basis of the clinical
diagnosis by a physician)
Compute derived neuroimaging and genetics biomarkers that can be used to
model the disease progression and provide automated clinical decisions support
Generate decision trees for numeric and categorical responses (representing
clinically relevant outcome variables) that can be used to suggest an
appropriate course of treatment for specific clinical phenotypes

Data
Source

PPMI
Archive

Sample Size/Data Type

Demographics: age, medical history, sex.
Clinical data: physical, verbal learning
and language, neurological and olfactory,

UPSIT, UPDRS scores, ADL, GDS-15, ...

Imaging data: structural MRI.

Genetics data: APOE genotypes e2/e3
Cohorts: Group 1 = {PD Subjects}, N, =
263; Group 2 = {PD Subjects with Scans
without Evidence of a Dopaminergic
Deficit (SWEDD)}, N, = 40; Group 3 =
{Control Subjects}, N5 = 127.

Summary

The longitudinal PPMI
dataset including clinical,
biological and imaging data
(screening, baseline, 12,
24, and 48 month follow-
ups) may be used conduct
model-based predictions as
well as model-free
classification and
forecasting analyses

Predictive Big Data Analytics:
Applications to Parkinson’s Disease

Representation mﬁ?ﬁ{:{:gn Rebalancing,

Fusion Feature
Wrangling
Harrérlérélaztalggn Synthesis Selection

Prediction
Model-based, \@ ‘siatistical’
Model-free, i at
Classification Validation,

Inference

Varplot

« Critical predictive
data elements (Y-
axis)

+ Their impact
scores (X-axis)

AdaBoost classifier
for Controls vs.
Patients prediction

negative |log odds rallo
m — D"“'“M Va"le PEACHENSEE

Adanoosl 0996324 0994141 0998264  0.9980392 0.9948097 11.4882058

0985294 0994140 0977431 09750958 0.9946996 8.902166
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Open-Science & Collaborative Validation

End-to-end Big Data analytic protocol jointly
processing complex imaging, genetics, clinical,
demo data for assessing PD risk

o Methods for rebalancing of imbalanced cohorts

o ML classification methods generating consistent
and powerful phenotypic predictions

o Reproducible protocols for extraction of derived
neuroimaging and genomics biomarkers for
diagnostic forecasting

PD Patient Falls — Predictive BD Analytics

o Goals o Study Design

1) Harmonize and

aggregate complex,

multisource, and Udal ——

multi-site PD data Dataset (5-fold Cross Validation)

Identify highly

predictive features

associated with -

specific clinical traits, Evaluztion

e.g., falls Modeling ‘::::':;
Forecast falls using [ (5-fold Cross Validation) | )
ML techniques and

n
validate using -
statistical methods -
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PD Patient Falls — Predictive BD Analytics

Feature selection for the Udall data | RandomForests(RF) | Knockoff (k0) |

e, I Freqvency I Frequency
| wospico  EEEETTEEN  hxsmoke  [MOH

7 common features selected by both 0.860 high_bp 0751

methods: MDS_PIGD, gaitSpeed_Off, oleed 0B

MOT_EDL, NON_MOTOR_EDL, walk, DG G

posEstah 0.554 SLEEP_APNEA 0.602

Binary classification of falls/no-fall % 0i53 0:508

. MOT_EDL 0.516 SLEEP_RBD 0552
(5-fold CV) gsmg top 10 selected D out_bed DE
features (gaitSpeed_Off, ABC, BMI, Ve ipeed. e
PIGD_score, X2.11, partll_sum, 0.418 0.477
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0.415
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[___pov] __npv] _lor EEN pos_stab 0.407

0.736 1.920 Caudate_DA 0.403

X y y I 0.806  2.677 MOT_EDL 0.398
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Case-Studies — General Populations

2 20005 Ongoing characteristics Email access
2 110007 Ongoing characteristics Newsletter communications, date sent 3 a ol
100 25780 Brain MRI Acquisition protocol phase. D U K B|0bank - dISCI’ImIna'[e

100 12139 Brain MRI Believed safe to perform brain MRI scan

100 12188 Bra?n MRI Bra?n MRI measur.ementcompleted between HC, Slngle al d
100 12187 Brain MRI Brain MRI measuring method mu|t|p|e ComOI’bId COﬂdI'[IOI‘]S

100 12663 Brain MRI Reason believed unsafe to perform brain MRI

100 12704 Brain MRI Reason brain MRI not completed D Pr | ||k “h f \V; rl

100 12652 Brain MRI Reason brain MRI not performed ed Ct € OOdS Y y arious
101 12292 Carotid ultrasound Carotid ultrasound measurement completed developm ental (0] § ag|ng

101 12291 Carotid ultrasound Carotid ultrasound measuring method 5

101 20235 Carotid ultrasound Carotid ultrasound results package d ISOI’deI’S

101 22672 Carotid ultrasound Maximum carotid IMT (intima-medial thickness)ﬁzo

degrees Forecast cancer
101 22675 Carotid ultrasound Maximum carotid IMT (intima-medial thickness) at 150
degrees

101 22678 Carotid ultrasound Maximum carotid IMT (intima Data e

e Source  Sample Size/Data Type Summary

101 22681 Carotid ultrasound Maximum carotid IMT (intima .
degrees Demographics: > 500K cases  The

101 22671 Carotid ultrasound Mean carotid IMT (intima-med Clinical data: > 4K features Iongitudinal
101 22674 Carotid ultrasound Mean carotid IMT (intima-med . . .
101 22677 Carotid ultrasound Mean carotid IMT (intima-med UK Imaglng data: Tl: resting- archive of

101 22680 Carotid ultrasound Mean carotid IMT (intima-med Biobank state fMR|’ task fMR|, the UK
101 22670 Carotid ultrasound Minimum carotid IMT (intima- T2 FLAIR. dMRI. SWI population
- ) ’

degrees

101 22673 Carotid ultrasound Minimum carotid IMT (intima- Genetics data (NHS)
degrees

101 22676 Carotid ultrasound Minimum carotid IMT (intima-medial thickness) at 210

degrees

101 22679 Carotid ultrasound Minimum carotid IMT (intima-medial thickness) at 240

degrees
101 22682 Carotid ultrasound Quality control indicator for IMT at 120 degrees

101 22683 Carotid ultrasound Quality control indicator for IMT at 150 degrees
0 £24 it od a] i o iodl 0 doorog

Missing Clinical & Phenotypic
data for 10K subjects with
sMRI, for which we computed*
1,500 derived neuroimaging
biomarkers.

)
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Including only features
observed >30%
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Case-Studies — UK Biobank — NI Biomarkers

LONI Pipeline
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Case-Studies — UK Biobank — Successes/Failures
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End-to-end Pipeline Workflow Solutions

T — SOCR Big Data Dashboard

11



SOCR Dashboard (Exploratory Big Data Analytics): Data Fusion
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Compressive Big Data Analytics (CBDA)

o Foundation for Compressive Big Data Analytics (CBDA)

o lIteratively generate random (sub)samples from the Big Data
collection
Then, using classical techniques to obtain model-based or non-
parametric inference based on the sample

Next, compute likelihood estimates (e.g., probability values
guantifying effects, relations, sizes)

Repeat — the process continues iteratively until a criterion is met
— the (re)sampling and inference steps many times (with or
without using the results of previous iterations as priors for
subsequent steps)

CBDA Framework

DATA WRANGLING

STEP 1
STEP 2 s

DATA C!..EANING DATA HARMONIZATION DATAAGE??':E:(‘;ATION
- Recasting missing data DS ) & SELECTION OF
- Recasting data types correctly ; PREDICTION DATASET
- Eliminating dependencies
- Eliminating perfect correlates

of outcomes for feature mining

COMPRESSIVE BIG DATA ANALYTICS - CBDA ALGORITHM
STEPS

e Data jmputation,
Sampling from wipiague
T:: (;;r:regated datausr:;) Ba|a§cjng (if needﬂ
i t seed each
(differen
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FAIR Data & Open-Science Principles
QO Share resources

O Collaborate

O Permissive licenses (e.g., LGPL/CC-BY)
O Project management (e.g., GitHub/Jira)
O Open-access pubs

O Public-private partnerships

O Co-mentoring of trainees

O Effective transdisciplinary methods

O Resource Interoperability

O Result Reproducibility

ejeq uedo
®aunog usdg
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Clinical Decision Support

O Hospital Admissions
O Survival Inference and Clinical outcome forecasting using hospital

admissions data (N~60K and k=9):
0 Admission_Length: Duration of hospital stay (in days)
0 Death: Indicator of Death (1) or survival (0)

[E]
0 Demographics & (Human-labeled) Diagnoses

VarlmpPlot: | RF Survival Prediction

AdmissionLengthDays O
hosAdmissions_RFmodel_pred 1
09937 963
1722 151
Accuracy : 0.8568759
95% Cl : (0.85, 0.86)
densitivity:0.9322638 Byt . - . # Vet :
becificity : 0.1355476 R i e o B e 2 g Bk S
Pos Pred Value : 0.9116514 | ael PEEUGH: S bl ReENRE oS
1Sensitivity: | FP Neg Pred Value : 0.1729668 o o . oo w0 oo 1o
- Test/Validation Cases

|Specificity: T FN — T T T T T
-0 0 10 20 30 40 50 60

MeanDecreaseAccuracy

Admission_Type

Probabjlity

Race

NeuralNet Deep Learning: Survival Probability (N=11,773)

o
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Population characteristics

Ongoing characteristics A =

AL e Clinical Decision Support
101 Carotid ultrasound

102 Heart MRI

103 DXA assessment

U Population-wide Study
of Health and Disease
National Health Service (NHS)
Longitudinal Data (N>1M, k>4,300)

manhattan

GWAS

11 | LA 36‘ " Genomics,
===a 55‘ ‘.al Enwronmental
Q

103 125 Bone size, mineral and densit

Clinical Decision Support

O Personalized medicine — Traumatic Brain Injury (TBI)

15
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