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HAC Realizations

The Low-Hanging Fruit may already be Harvested
The Era of High-Energy Signals is Over (available data instruments)

One-to-One effects are mostly known & understood

O GWAS, single gene/SNP < Phenotype relations
O Prediction of univariate clinical outcomes
Q Simple (linear) causal, moderation, & medication effects

Big Data, advanced mathematical models, statistical
computing methods, and machine-learning techniques are
critical for untangling deeper systems, network, and

multivariate clinical phenotypes & complex health traits

Some Recent HAC Findings ... (PD Falls)
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Investigate falls in PD patients using clinical, demographic and neuroimaging
data from two independent initiatives (UMich & Tel Aviv U)

Four specific challenges

O Challenge 1, harmonize & aggregate complex, multisource, multisite PD data

QO Challenge 2, identify salient predictive features associated with clinical traits,

QO Challenge 3, forecast patient falls and evaluate the classification performance

QO Challenge 4, predict tremor dominance (TD) vs. posture instability and gait difficulty (PIGD)
Results: model-free machine learning based techniques provide a more reliable
clinical outcome forecasting, e.g., falls in Parkinson’s patients, with classification
accuracy of about 70-80%.

Logistic Regression

|Random Forests _ JURET
0689
0.699
0709
0.699
0738

4/27/2018



4/27/2018

Some Recent HAC Findings ... (
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ALS)

U Detect, track, and prognosticate the
progression of ALS (n=2,500, k=200)
Predict 12-mo clinical outcomes (AE’s or
AALSFRS) based on subject phenotype
and 0-3 month data
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