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Pillars of Open-Science
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Sources: Characteristics of Big Biomed Data

IBM Big Data 4V’s: Volume, Variety, Velocity & Veracity

Big Bio Data
Dimensions

Size
Complexity
Incongruency
Multi-source
Multi-scale
Time

Incomplete

Tools

Harvesting and management of
vast amounts of data

Wranglers for dealing with
heterogeneous data

Tools for data harmonization and
aggregation

Transfer and joint modeling of
disparate elements

Macro to meso to micro scale
observations

Techniques accounting for
longitudinal patterns in the data

Reliable management of missing
data

Example: analyzing observational
data of 1,000’s Parkinson’s disease
patients based on 10,000’s
signature biomarkers derived from
multi-source imaging, genetics,
clinical, physiologic, phenomics and
demographic data elements

Software developments, student
training, service platforms and
methodological advances
associated with the Big Data
Discovery Science all present
existing opportunities for learners,
educators, researchers,
practitioners and policy makers
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Population/Census Big Data Sample
Unobservable Harmonize/Aggregate Problems Limited process view

From23 ...to... 2%

Data Science: 1798 vs. 2019

In the 18t century, Henry Cavendish used just 23
observations to answer a fundamental question — “What is
the Mass of the Earth?” He estimated very accurately the
mean density of the Earth/H,O (5.483+0.1904 g/cm?3)

In the 21st century to achieve the same scientific impact,
matching the reliability and the precision of the
Cavendish’s 18t century prediction, requires a
monumental community effort using massive and complex
information perhaps on the order of 223 bytes

Scalability and Compression
(per Gerald Friedland/Berkeley): 23 = 10M
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information | Knowledge | Action |
Raw Observations Processed Data Maps, Models Actionable Decisions
Data Aggregation Data Fusion Causal Inference Treatment Regimens

Data Scrubbing Summary Stats Networks, Analytics Forecasts, Predictions

Semantic-Mapping Derived Biomarkers Linkages, Associations Healthcare Outcomes

Why is FAIR Data Sharing Important?

Optimum resource utilization (low cost, high efficiency / policy, security,
processing complexity)

Democratization of the scientific discovery process Daya
Enhanced inference (e.g., coverage of rare events, increase of stat
power)

Increase of Kryder’s Law (Data volume) > Moore’s Law (Compute power)
Exponential decay of data-value

Incents innovation, transdisciplinary collaborations, and knowledge

dissemination




Infrastructure: Cloud Ecosystem

Data Analysis & Platforms Databases / Data warehousing articnan "‘“"“-":""9 datobase

2. REVELATION|
P i1 T cassanars i Pipeline
o » HERASE ?norlhgate
! nuk.'ﬁ.; <=ZET> QM

=) W = r‘?"'s Blg Data search| Pete ovaregation
ucene
Big Data to Knowledge (BD2K) Data Mining Social L=l

talend’ EEiEES S nad | SoirZ ||k B

o ThinkUp {8 elasticsearch =

(TS " | puttigimensional
== i @“’WH'HJ;

Graphs gSci
Value Document Store &, nfiniteGragh | | %5CH
ﬂ&leveldh BN Coucmpase o couron mmmnon) [SORPIN ey | | F2STAMaN |
Chordless || ® %™ Raptor08 [T 50

JasDB . Grid Solutions
[SenomateeDs denso b n

Object datc:bcnsas - m
dbsobjects @0 10 B - G ’ Galaxy
| A smaecourres Magma /7 0 Multimodel XML Datobases
Prcolisp G

by o siArangeDs | eXistdb ease Qizx
$oen8 wmmre | frz g8 NDatabase | W= ey [KHEN
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Neuroimaging Solutions|
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Findings: OA Pubs/Sharing

OA Pubs

a

a

a Blogs (e.g.,

Cloud Services

O Computing (e.g., Azure, Google, AWS)

O Storage

Q ICT (information and communication technologies)

(e.g.,
I

Licensing
a

Findings: Open Science Career Assessment Matrix
Open Science activities
RESEARCH OUTPUT

Research activity Pushing forward the boundaries of open science as a research topic
Publishing in open access journals

Self-archiving in open a repositories

Using the FAIR data principles

Adopting quality standards in open data management and open datasets
Making use of open data from other researchers

Publications

Datasets  and
research results

Using open source software and other open tools
Developing new software and tools that are open to other users
Funding Securing funding for open science activities

Open source

Actively engaging society and research users in the research process Sharing
Stakeholder engagement | provisional research results with stakeholders through open platforms (e.g.
/ citizen science Arxiv, Figshare, OverLeaf)

Involving stakeholders in peer review processes
Collaboration and Widening participation in research through open collaborative projects
Interdisciplinarity Engaging in team science through diverse cro isciplinary teams
Being aware of the ethical and legal issues relating to data sharing,
confidentiality, attribution and environmental impact of open science activities
Fully recognizing the contribution of others in research projects, including

collaborators, co-authors, citizens, open data providers

Research integrity

Risk management Taking account of the risks involved in open science

5/8/2019
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Findings: Open Science Career Assessment Matrix

Academic standing
Peer review

Networking

Communication and
Dissemination

IP (patents, licenses)
Societal impact

ge exchange

Continuing profe:
development
Project management

Personal qualities

on and strategy on how to integrate OS practices in the normal practice of doing

7 and practice in open science Being a role model in practicing
Developing an international or national profile for open science activities Contributin
advisor for open science journals or bodies
Contributing to open peer review processes Examining or assessing open
research
pating in national and international networks relating to open science

ipating in public engagement ac S
ults through non-academic disseminati Is Translating research into a
language suitable for public understanding
Being knowledgeable on the legal and ethical issues relating to IPR Transferring IP to the wider
economy
ocietal groups Recognition from societal groups or for
societal activities. h-index, i10-index, sharing-index, other quant metrics of impact
Engaging in open innovation with partners beyond academia

Training other r hers in open science principles and methods Developing curricula and

programs in open science methods, including open science data management

Raising awareness and understanding in open science in undergraduate and m: ’ programs
g g prog

Mentoring and e iraging others in developing their open science capabilitie:

Supporting early stage r

onal development to build open science capabilities
fully delivering open science projects involving diverse research teams

ing the personal qualities to engage society and research u vith open scienc
Showing the flexibility and perseverance to respond to the challenges o nducting open

Rationale for Open Science (Cons)

Journals impact factor (compared to pay-per-view journals, OA are newer)
Predatory science (dubious quality, profit-centric, spam camouflage)

Discovery is easy, but validity/utility of the science or tools may be difficult
to evaluate en masse

Extra work may be required by all scholars to sift through and identify
appropriate materials

Ambiguity of usage-rights/copyrights/licenses

Democratization and socialization of science may suffer from some of the
same downsides as social-networks

Is science competitive or collaborative? Is it a zero-sum enterprise?
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Rationale for Open Science (Pros)

We are always stronger together

Long-term sustainability prefers diversity

Optimized investments, career advancement, impact & cost-efficiency
Expeditious discovery, innovation, productization & impact

Rapid devaluation of data-hoarding, clandescent science, knowledge
obfuscation

Exponential Growth of Big Data (Size, Complexity, Importance)

Cxponential Value Decay of Static Big Data
T=10

—T=12

— =14 Times of Data Observation
T=1G

Data Acquisition

Time End-Points

i -
0 5 10 Time 15 m 25

Rationale for Open Science: Kryder vs. Moore

U Moore’s law = the expectation that our conavs
computational capabilities, specifically the
number of transistors on integrated circuits,
doubles approximately every 18-24
months.

O Kryder’s law = the volume of data, in terms
of disk storage capacity, is doubling every 500000
14-18 months.

U Kryder »> Moore: Although both laws yield y &£ &
exponential growth, data volume is & @.@” ,
increasing at a faster pace. Thus, there Neuroimaging (GB) ~
are clear interests and needs for significant
private, public and government SIS
engagement in opening, managing,
processing, interrogating and interpreting
the information content of Big Data.

15000000

10000000

M Moore’s Law (1000'sTrans/CPU)




DataSifter

U DataSifter is an iterative statistical computing approach that
provides the data-governors controlled manipulation of the
trade-off between sensitive information obfuscation and
preservation of the joint distribution.

U The DataSifter is designed to satisfy data requests from pilot
study investigators focused on specific target populations.

4 lteratively, the DataSifter stochastically identifies candidate
entries, cases as well as features, and subsequently selects,
nullifies, and imputes the chosen elements. This statistical-
obfuscation process relies heavily on nonparametric
multivariate imputation to preserve the information content of

the complex data.

DataSifter

U A detailed description and dataSifter() R method
implementation are available on our GitHub repository

( )-
U Data-sifting different data archives requires customized
parameter management. Five specific parameters mediate
the balance between protection of sensitive information and
signal energy preservation.

ky: A Boolean; obfuscate the
unstructured features?

Obfuscation 0 < UES n(ko + k]_ + kz + k3 + k4) g | k; : proportion of artificial missing
level k k k k k data values that should be introduced
) 1 2 3 4
None (0] 0 0] 0] 0 ky: The number of times to iterate
Sma” 0 0.05 1 0.1 0.01 k3: The fraction of structured features
Medium il 0.25 2 0.6 0.05 to be obfuscated in all the cases

Large 1 0.4 5 0.8 0.2 " s
= = = k4: The fraction of closest subjects to
Indep Output synthetic data with independent features | be considered as neighbours of a given

subject
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DataSifter

User: Jane
Health System/Data Governor 9 Gy

O  Data Retrieval

sQL/NosQL

DataSifter Process

pn
Initial Dataset

‘eatures i Q  Refined/Mo
L 4 O  Results
_ - User: Joe

Q  Initial Query
Data Retrieval

Interrogation
Refined/Mod Query
Results

DataSifter Validation

I. Protection of sensitive information (privacy)
PIFV under Different Privacy Levels. Binary outcome refers to the first
experiment; Count refers to the second experiment; Continuous refers to
the third experiment.
Each box represents 30 different “sifted” data or 30,000 “sifted” cases.

outcome
& bina)

Eeny
-ODI'IRI'IU ous

Percent of Identical Feature Values (PIFV)

small medium
Level of Obfuscation
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DataSifter Validation

Il. Preserving utility information of the original dataset
Logistic Model with Elastic Net Signal Capturing Ability. TP is the
number of true signals (total true predictors = 5) captured by the
model. FP is the number of null signals that the model has falsely
selected (total null signals=20).

outcome outcome
@hinar e @hinar

Ecou Ecou
-con{?nuous -con{?nuous

L]
_LID!H\

none  small medium Ial:ge indep none  small medium Iar-ge iruiep
Level of Obfuscation Level of Obfuscation

DataSifter Validation

[1l. Clinical Data Application: Using DataSifter to Obfuscate the ABIDE Data

Comparing the Original and “Sifted” Data for the 22nd ABIDE Subject

. aus_curv .
curv_ind_ctx gaus_curv_ curv_ind_ctx
Acquisition ctx.lh. .
_Ih_G_front_ . . _Ih_S_interm
Plane : medialorbitofront :
inf.Triangul al _prim.Jensen

CIELEIN Autism 31.7 Sagittal 0.475 2.1 0.315

P Autism 317  Sagittal 131 0.475 21 0.315

m Autism 317  Sagittal 111 0.548 2.85 0315
Iarge Control 18.2 Sagittal 104 0.5347 3.198 0.1625

v e 54| o |1 o | 3w | own [ seo

M
P Autism M 317 sagittal 131 0475 21 0315
M
M

Autism Brain Imaging Data Exchange (ABIDE) case-study

11
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DataSifter Validation

IV. Clinical Data Application: Using DataSifter to Obfuscate the ABIDE Data
PIFVs for ABIDE under different levels of DataSifter obfuscations.
Each box represents 1098 subjects among the ABIDE sub-cohort
Random forest prediction of binary clinical outcome - autism spectrum
disorder — (ASD) status (ASD vs. control)

[]

Percent of Identical Feature Values (PIFV)‘
Prediction Accuracy
=
3

—_—

none  small medium Iar'gc indep none  small medium Iar@e indep
Level of Obfuscation Level of Obfuscation

ey [F Big Data Dashboard
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SOCR Dashboard (Exploratory Big Data Analytics): Data Fusion
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SOCR Dashboard (Exploratory Big Data Analytics): Udall PD Data
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Data Science & Predictive Analytics

U Data Science: an emerging extremely transdisciplinary field -
bridging between the theoretical, computational, experimental,
and applied areas. Deals with enormous amounts of complex,
incongruent and dynamic data from multiple sources. Aims to
develop algorithms, methods, tools, and services capable of
ingesting such datasets and supplying semi-automated decision
support systems

U Predictive Analytics: process utilizing advanced mathematical
formulations, powerful statistical computing algorithms, efficient
software tools, and distributed web-services to represent,
interrogate, and interpret complex data. Aims to forecast trends,
cluster patterns in the data, or prognosticate the process behavior
either within the range or outside the range of the observed data
(e.g., in the future, or at locations where data may not be available)

14



Case-Studies — ALS

O Identify predictive classifiers to detect, track and prognosticate
the progression of ALS (in terms of clinical outcomes like
ALSFRS and muscle function)

Provide a decision tree prediction of adverse events based on
subject phenotype and 0-3 month clinical assessment changes

Data

@Burce Sample Size/Data Type Summary

QOver 100 variables are recorded for all
subjects including: Demographics: age, race,
medical history, sex; Clinical data:
Amyotrophic Lateral Sclerosis Functional
Rating Scale (ALSFRS), adverse events,
onset_delta, onset_site, drugs use (riluzole)
The PRO-ACT training dataset contains
clinical and lab test information of 8,635
patients. Information of 2,424 study subjects
with valid gold standard ALSFRS slopes used
for processing, modeling and analysis

The time points for all
longitudinally varying
data elements are
aggregated into signature
vectors. This facilitates
the modeling and
prediction of ALSFRS
slope changes over the
first three months
(baseline to month 3)

ProAct
Archive

Preliminary

Case-Studies — ALS .- g

Missing

U Detect, track, and prognosticate the
progression of ALS

U Predict adverse events based on
subject phenotype and 0-3 month
clinical assessment changes

Variable Importance (BART)
with Adverse Events

D TAEEIS |
Random Forest | BART
0.081 0.174 0.225 0.178

0.619 0.587 0.568 0.585

0.298 0.434 0.485 0.447

5/8/2019
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Case-Studies — ALS

Main Finding: predicting univariate clinical outcomes may be
challenging, the (information energy) signal is very weak. We can
cluster ALS patients and generate evidence-based ALS
hypotheses about the complex interactions of multivariate factors

Classification vs. Clustering:

Q Classifying univariate clinical outcomes using the PRO-ACT data
yields only marginal accuracy (about 70%).

U Unsupervised clustering into sub-groups generates stable, reliable and
consistent computable phenotypes whose explication requires
interpretation of multivariate sets of features

Variance
Cluster-Size
Silhouette

Data ; Model-based
: Cleaning ’
Reprl?uSEigtr?tlon Imputation cl?/loq]gl-fi.ee,
Harmonization Wrangling asmtlca B
d Synthesis BTt
Aggregation Inference

=| Consistency

0

0.986 0.018
0.956 0.053
0.985 0.018

S
]
o
wn
=
(@)
1
2
3
4

Case-Studies — ALS -
Explicating Clustering

I B Between Cluster Significant
I B Differences

1-2 1-3 1-4 23 24 34

5/8/2019
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Case-Studies — ALS -
Dimensionality Reduction

2D-1SNE 2D t-SNE Manifold

embedding

n>d
Learn a mapping: f: R — R¢%

{x1, %2, o, X 3= {V1, ¥2, -, Ya}
preserves closely the original
. distances, p; j and represents
A the derived similarities, q; ;
‘ between pairs of embedded

points: -1
A (1 + 1y — y;11%)
i -1
Y1+ 11y — yell®

kmeans_cluster_label

min KL(P||Q) = z Dij 1ogw
i ’ qij

i*j

OKL(P
02KLPIIQ)

Frak 2% @ii—qi)f (% — x; Dy j
fl2) = 157 and w; ; is a unit vector from y; to y;. M

Case-Studies — Parkinson’s Disease

Investigate falls in PD patients using clinical, demographic and neuroimaging
data from two independent initiatives (UMich & Tel Aviv U)
Applied controlled feature selection to identify the most salient predictors of
patient falls (gait speed, Hoehn and Yahr stage, postural instability and gait
difficulty-related measurements)
Model-based (e.g., GLM) and model-free (RF, SVM, Xgboost) analytical
methods used to forecasts clinical outcomes (e.g., falls)
Internal statistical cross validation + external out-of-bag validation
Four specific challenges
Challenge 1, harmonize & aggregate complex, multisource, multisite PD data
Challenge 2, identify salient predictive features associated with specific clinical
traits, e.g., patient falls
Challenge 3, forecast patient falls and evaluate the classification performance
Challenge 4, predict tremor dominance (TD) vs. posture instability and gait
difficulty (PIGD).
Results: model-free machine learning based techniques provide a more reliable
clinical outcome forecasting, e.g., falls in Parkinson’s patients, with classification

accuracy of about 70-80%.

5/8/2019
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Case-Studies — Parkinson’s Disease

FD_Subtype Tremor_score: FIGD_score

adhiang"ad

—a—
=
1 i

- vass oo o] Falls in PD are extremely
2688 K - difficult to predict ...

AuDIE JoLal |

ai0aE 91d

1

0~ pasds yeb

PD phenotypes
Tremor-Dominant (TD)
Postural Instability &
gait difficulty (Pl & GD)

e

Results of binary fall/no-fall classification (5-fold CV) using top 10 selected features
(gaitSpeed_Off, ABC, BMI, PIGD_score, X2.11, partll_sum, Attention, DGI, FOG_Q, H_and_Y_OFF)

18
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Open-Science & Collaborative Validation

End-to-end Big Data analytic protocol jointly
processing complex imaging, genetics, clinical,
demo data for assessing PD risk

o0 Methods for rebalancing of imbalanced cohorts

o ML classification methods generating
consistent and powerful phenotypic predictions

0 Reproducible protocols for extraction of
derived neuroimaging and genomics conals
biomarkers for diagnostic forecasting

Case-Studies — General Populations

p 20005 Ongoing characteristics Email access
2 110007 Ongoing characteristics Newsletter communications, date sent d g o i
100 25780 Brain MRI Acquisition protocol phase. D UK B'Obank b dISCI'ImInate

100 12139 Brain MRI Believed safe to perform brain MRI scan

100 12188 Brain MRI Brain MRI measur.ement completed between HCv Slngle and
100 12187 Brain MRI Brain MRI measuring method multlple Comorb|d Cond|t|0ns

100 12663 Brain MRI Reason believed unsafe to perform brain MRI

100 12704 Brain MRI Reason brain MRI not completed D PredICt |Ike|IhOOdS Of VaI'IOUS

100 12652 Brain MRI Reason brain MRI not performed

101 12292 Carotid ultrasound Carotid ultrasound measurement completed developmental or ag|ng
101 12291 Carotid ultrasound Carotid ultrasound measuring method .

101 20235 Carotid ultrasound Carotid ultrasound results package dlSOI’derS

101 22672 Carotid ultrasound Maximum carotid IMT (intima-medial thickness) ﬁZO

degrees Forecast cancer
101 22675 Carotid ultrasound Maximum carotid IMT (intima-medial thickness) at 150

degrees Data
101 22678 Carotid ultrasound Maximum carotid IMT (intima .

e Source  Sample Size/Data Type Summary
101 22681 Carotid ultrasound Maximum carotid IMT (intima .

degrees Demographics: > 500K cases The

101 22671 Carotid ultrasound Mean carotid IMT (intima-me c|inica| data: > 4K features Iongitudinal
101 22674 Carotid ultrasound Mean carotid IMT (intima-med . . .

101 22677 Carotid ultrasound Mean carotid IMT (intima-me UK Imaglng data: Tl: reStmg' arChWe Of
101 22680 Carotid ultrasound Mean carotid IMT (intima-med Biobank state fM R|, task fMRL the UK

101 22670 Carotid ultrasound Minimum carotid IMT (intima- .
S T2_FLAIR, dMRI, SWI population
101 22673 Carotid ultrasound Minimum carotid IMT (intima- Genetics data (NHS)
degrees

101 22676 Carotid ultrasound Minimum carotid IMT (intima-medial thickness) at 210
degrees

101 22679 Carotid ultrasound Minimum carotid IMT (intima-medial thickness) at 240

degrees
101 22682 Carotid ultrasound Quality control indicator for IMT at 120 degrees

101 22683 Carotid ultrasound Quality control indicator for IMT at 150 degrees

19
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Case-Studies — UK Biobank (Complexities)

missing values of A2

——— o e———my
— i %

" ) .-+ -+ Missing Clinical & Phenotypic
" S data for 10K subjects with
_.:: 2 SMRI, for which we computed-
< JJJJ, 1,500 derived neuroimaging -
- biomarkers.

Including only features
observed >30%
(9,914 x 1,475)

JMissing Cdunt

Features

Case-Studies — UK Biobank — NI Biomarkers

T Execute witheut Valldation: hald dews
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Compute ROl Yolumes
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Case-Studies — UK Biobank — Successes/Failures

ve_FLIRTiii.gz_BitConverter_1.smarthinecutput

Bit Converter
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List of ROl Labels

O

Case-Studies — UK Biobank — Results

9,914 Observations,
3,297 Neuron Imaging Biomarkers
)

=3

[=2

s1oyIewoIq SurSewr

Coordinate2

7613 Features
1

Clinical+Demographic
(T p— T

ureiq oy} Jo jo1d gNS-?

" Different degrees of missingness

- r
= Unsupervised clustering * Select the highly observed
+ k-means clustering features with missingness

* hierarchical clustering less than 70%

« Characterize the features
‘with significant difference Cluster 1 Cluster 2
between clusters by
Student’s t test, Kolmogorov- . .
G e Select the categorical GIEETITEIN Cluster1 3768 (38.0%) 528 (5.3%)
Whitney-Wilcoxon test. features with important
Select the top 20 features clinical significance by chi- YOS Cluster2 827 (8.3%) 4791 (48.3%)

‘with the minimum averaged | square test and Fisher’s

pvalues exact test.

Together with the clinical and
«demographic features, decision
rules were developed to predict
the presence and progression of
health morbidity.

Predict the selected features with 0.997 0.001 5344 0.09

the chosen biomarkers using some
parametric/non-parametric model

ariance

V.
Cluster-size

0.934 0.001 4570 0.05
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Case-Studies — UK Biobank — Results

3461 (75.3%)
2 332 (52.1%)

1337 (51.8%) & .
be Qi varioblc Quster L Quster2

3,064 (69.0%)

Gu\WlneHnls
::zs:#:x; : 1,134 (247%) 4,062 (76.4%)
_;z:¢:¢;:t: : 3.461(75.3%) 1,257 (23.6%)
1,854 (66.7%) X
924 (33.3%) ¥
257580 : Nervous feelings
Frit] ; Yes 751 (16.6%) 1,071 (20.8%)
e No 3,763 (83.4%) 4,076 (79.2%)

2,829 (623%)

485 (10.7%) 749 (14.5%)
4,038 (89.3%) 4418 (85

751 (16.6%) 1,071 (20,

3763 (3% 5075 (79 Frequency of tiredness/lethargy in

276 18.1%) 2738 52 [EH PAVEES

2,347 (51.9%) 2,438 (47.

s 3030 — Not at all 2,402 (53.0%) 2,489 (47.8%)

SeeTr 2o 007 2l Several days 1,770 (39.0%) 2,127 (40.9%)
el More than haf the days 187(4.0%1) 300 (5.8%)
i i G ) 177 (3.9%) 287 (5.5%)

Not atall easy. 139 (3.1%)
Not very easy. 538 (11.9%)

ity 2307 (1490 663 Alcohol drinker status
S— Never 81 (1.8%) 179 (3.4%)
pmess) Previous 83 (1.8%) 146 (2.7%)

307 (6.7%)

2,402 53.0% y Current 4,429 (96.4%) 4,992 (93.9%)
1,770 (39.0%)
Morethan haf the days 187 (41%1)
17739%)
Alcohol drinkerstatus
s1(10%)
previous 83(10%)
current 4,429 (96.%)

Case-Studies — UK Biobank — Results

miserable
p<0.001

sensitivity aseg rhCnrlaxVoI
p=0.002

AR

n=1,188 n =485 ‘ n=995 n=154

=(0.692, 0.308) |y = (0.664, 0.336) |y = (0.558, 0.442) [y = (D 075 ﬂ 925) |y = (ﬂ 025 ﬂ 972) |y (ﬂ DBB U 912) |y = (0.214, 0. 758

Decision tree illustrating a simple clinical decision support system providing machine guidance

for identifying depression feelings based on categorical variables and neuroimaging biomarkers.
In each terminal node, the y vector includes the percentage of
“yes”, in this case, answering the question “Ever depressed for a whole week.” The p-values

subjects being labeled as “no” and

listed at branching nodes indicate the significance of the corresponding splitting criter

22
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Case-Studies — UK Biobank — Results

Sensitivity/hurt feelings [IoR/[0] (0.676, 0.724) 0.657 0.740

Ever depressed for a whole week [OVZ:y3 (0.760, 0.803) 0.938 0.618

Worrier/anxious feelings [Boy£] (0.706, 0.753) 0.721 0.739

0739  (07150762) 0863 0548

Cross-validated (random forest) prediction results for four types
of mental disorders

What's Next?

o Lots of “open problems” in data-science, e.g.,
fundamentals of data representation & analytics

o The SOCR team is developing:

o Compressive Big Data Analytics (CBDA) technique — an
ensemble learning meta-algorithm

0 DS Time-Complexity and Inferential-Uncertainty

0 Need lots of community, institutional, state, federal,
and philanthropic support to advance data science
methods, enhance the computing infrastructure,
train/support students/fellows, and tackle the

Kryder Law > Moore Law trend
Share
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