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My Perspective on Stats & Math @ FSU

1947 — FSU
O FL State College(1905)<FL University(1883)<West FL Seminary (1857)

1906 — Math (Chair: Elmer Smith; tiI' 1942, cf. Smith Hall)

1950’s =» Topology (Morton Curtis, Thomas Wade, Orville Harrold)
1959 — Stats spins off of Math 2,
1967 — De Witt Sumners (RO Lawton Prof.) joins \4;
1982 — Fred Huffer joins Stats (from Stanford) .
1993-1998 — ID dually enrolled in Math/Stats E'f
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2019 — FSU-Stats 60t anniversary
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FSU Stats Alumni (Academic) Pedigree

Outline

Driving biomedical & health challenges

Common characteristics of Big Neuroscience Data
e-Differential Privacy & Homomorphic Encryption
DataSifter: Statistical obfuscation

Case-studies

U Applications to Neurodegenerative Disease (Udall/MADC)
U Autism Brain Imaging Data Exchange (ABIDE)

U Population Census-like Neuroscience
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Big Data

Harmonize/Aggregate Problems Limited process view

Sample

Characteristics of Big Biomed Data

IBM Big Data 4V’s: Volume, Variety, Velocity & Veracity

Big Bio Data
Dimensions

Size
Complexity
Incongruency
Multi-source
Multi-scale
Time

Incomplete

Tools

Harvesting and management of
vast amounts of data

Wranglers for dealing with
heterogeneous data

Tools for data harmonization and
aggregation

Transfer and joint modeling of
disparate elements

Macro to meso to micro scale
observations

Techniques accounting for
longitudinal patterns in the data

Reliable management of missing
data

Example: analyzing observational
data of 1,000’s Parkinson’s disease
patients based on 10,000’s
signature biomarkers derived from
multi-source imaging, genetics,
clinical, physiologic, phenomics and
demographic data elements

Software developments, student
training, service platforms and
methodological advances
associated with the Big Data
Discovery Science all present
existing opportunities for learners,
educators, researchers,
practitioners and policy makers
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e-Ditferential Privacy (¢DP) vs.
fully Homomorphic Encryption (fHE)

Mine information in a DB Provide a secure encryption allowing
without compromising program execution on encrypted
privacy; no access to inspect data; encrypt results, interpretation
individual DB entries requires ability to decrypt the data

Theoretical limits on the Elegant and powerful math
balance between utility and framework for bijective
risk of sharing data (encode/decode) encryption. Fast

Difficult for unstructured, There are limitations on deriving
skewed, and categorical data ~ f’— commutative analytic evaluators

e-Ditferential privacy (¢DP)

Data-features: {C;, C,, ..., C;.}, categorical or numerical.
DB = list of cases {x1, X3, ..., Xn}, X € C; X C; X =+, X C,, 1<i<n.

e-Differential privacy relies on adding noise to data to protect the
identities of individual records. An is e-differentially private if
for all possible inputs (datasets/DBs) D, D, that differ on a single record,
and all possible f outputs, y, the probability of correctly guessing D,
knowing y is not significantly different from that of D,:

O =

P =) <eS, Vy € Range(f).
The global sensitivity of f is the smallest number S(f), such that vD;, D,
that differ on at most one element ||f(D;) — f (D)1 < S(f)
There are many differentially private algorithms, e.g., random forests,
decision trees, k-means clustering, etc.
E.g., f:D = DB —» R™, the algorithm outputting f(D) + (v1, V2, ) Ym)>

with y; € Laplace (M =0, = ﬁ%),Vi is e-differentially private
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Homomorphic Encryption (HE)

E - encryption protocol

DataSifter

U DataSifter is an iterative statistical computing approach that
provides the data-governors controlled manipulation of the
trade-off between sensitive information obfuscation and
preservation of the joint distribution.

U The DataSifter is designed to satisfy data requests from pilot
study investigators focused on specific target populations.

4 lteratively, the DataSifter stochastically identifies candidate
entries, cases as well as features, and subsequently selects,
nullifies, and imputes the chosen elements. This statistical-
obfuscation process relies heavily on nonparametric
multivariate imputation to preserve the information content of

the complex data.
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DataSifter

U A detailed description and dataSifter() R method
implementation are available on our GitHub repository

( )-
U Data-sifting different data archives requires customized
parameter management. Five specific parameters mediate
the balance between protection of sensitive information and
signal energy preservation.

ky: A Boolean; obfuscate the
unstructured features?

Obfuscation 0 < U n(ko + k]_ + kz + k3 + k4) g | k;: proportion of artificial missing
level kO kl k2 k3 k4 data values that should be introduced
None (0] 0 0] 0] 0 ky: The number of times to iterate
Sma” 0 0.05 1 0.1 0.01 k3: The fraction of structured features

Medium il 0.25 2 0.6 0.05 to be obfuscated in all the cases

Large 1 0.4 5 0.8 0.2

k4: The fraction of closest subjects to

Indep Output synthetic data with independent features | be considered as neighbours of a given

subject

DataSifter

User: Jane
Health System/Data Governor D W@

O  Data Retrieval

sQL/NosQL

DataSifter Process

Initial Dataset %3 5 Q Interrogation

features 3 : Q  Refined/Mod Query
4 Q  Results
: . User: Joe

Q  Initial Query
O  Data Retrieval

Interrogation
Refined/Mod Query
Results
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DataSifter Validation

I. Protection of sensitive information (privacy)
PIFV under Different Privacy Levels. Binary outcome refers to the first
experiment; Count refers to the second experiment; Continuous refers to the
third experiment.
Each box represents 30 different “sifted” data or 30,000 “sifted” cases.
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Percent of Identical Feature Values (PIFV

DataSifter Validation

Il. Preserving utility information of the original dataset
Logistic Model with Elastic Net Signal Capturing Ability. TP is the number of
true signals (total true predictors = 5) captured by the model. FP is the number
of null signals that the model has falsely selected (total null signals=20).

outcome outcome
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none  small medium Ial:ge indep none  small medium Iar-ge indep
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DataSifter Validation

lll. Clinical Data Application:
Using DataSifter to Obfuscate the ABIDE Data

Comparing the Original and “Sifted” Data for a random (22"d) ABIDE Subject

gaus_curv_
ctx.lh.
medialorbitofront
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orlglnal Autism 31.7 Sagittal 131 0.475 2.1 0.315
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Control 182  Sagittal 104 05347 3.198 0.1625

v e 54| o [ et | oo | saom | sao

curv_ind_ctx
_lh_G_front_
inf.Triangul

curv_ind_ctx
_lh_S_interm
_prim.Jensen

Acquisition

Age Plane

Autism Brain Imaging Data Exchange (ABIDE) case-study M

DataSifter Validation

IV. Clinical Data Application: Using DataSifter to Obfuscate ABIDE
PIFVs for ABIDE under different levels of DataSifter obfuscations.
Each box represents 1,098 subjects among the ABIDE sub-cohort
Random forest prediction of binary clinical outcome - autism spectrum disorder
(ASD) status (ASD vs. control)

Prediction Accuracy
=
h
(=]

Percent of Identical Feature Values (PIFV)

== ___

none  small medium Iar'ge indep none  small medium Iar'ge indep
Level of Obfuscation Level of Obfuscation
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Raw Data -> Statistical Obfuscation - Data Analytics

e - -
Sensitive Info DataSifter Model—-based
Model—Free

APPLICATIONS

SR - 12 Big Data Dashboard
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information | Knowledge | Action |
Raw Observations Processed Data Maps, Models Actionable Decisions
Data Aggregation Data Fusion Causal Inference Treatment Regimens

Data Scrubbing Summary Stats Networks, Analytics Forecasts, Predictions

Semantic-Mapping Derived Biomarkers Linkages, Associations Healthcare Outcomes

Why is FAIR Data Sharing Important?

Optimum resource utilization (low cost, high efficiency / policy, security,
processing complexity)

Democratization of the scientific discovery process

Enhanced inference (e.g., coverage of rare events, increase of stat power)
Increase of Kryder’s Law (Data volume) >> Moore’s Law (Compute power)
Exponential decay of data-value

Incents innovation, transdisciplinary collaborations, and knowledge

dissemination
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Case-Studies — ALS

O Identify predictive classifiers to detect, track and prognosticate
the progression of ALS (in terms of clinical outcomes like
ALSFRS and muscle function)

Provide a decision tree prediction of adverse events based on
subject phenotype and 0-3 month clinical assessment changes

Data

@Burce Sample Size/Data Type Summary

QOver 100 variables are recorded for all
subjects including: Demographics: age, race,
medical history, sex; Clinical data:
Amyotrophic Lateral Sclerosis Functional
Rating Scale (ALSFRS), adverse events,
onset_delta, onset_site, drugs use (riluzole)
The PRO-ACT training dataset contains
clinical and lab test information of 8,635
patients. Information of 2,424 study subjects
with valid gold standard ALSFRS slopes used
for processing, modeling and analysis

The time points for all
longitudinally varying
data elements are
aggregated into signature
vectors. This facilitates
the modeling and
prediction of ALSFRS
slope changes over the
first three months
(baseline to month 3)

ProAct
Archive

Preliminary

Case-Studies — ALS .- g

Missing

U Detect, track, and prognosticate the
progression of ALS

U Predict adverse events based on
subject phenotype and 0-3 month
clinical assessment changes

Variable Importance (BART)
with Adverse Events

D TAEEIS |
Random Forest | BART
0.081 0.174 0.225 0.178

0.619 0.587 0.568 0.585

0.298 0.434 0.485 0.447
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Case-Studies — ALS

Main Finding: predicting univariate clinical outcomes may be

challenging, the (information energy) signal is very weak. We can

cluster ALS patients and generate evidence-based ALS

hypotheses about the complex interactions of multivariate factors

Classification vs. Clustering:

Q Classifying univariate clinical outcomes using the PRO-ACT data
yields only marginal accuracy (about 70%).

U Unsupervised clustering into sub-groups generates stable, reliable and
consistent computable phenotypes whose explication requires
interpretation of multivariate sets of features

Variance
Cluster-Size
Silhouette

Data ; Model-based
: Cleaning ’
Reprl?uSEigtr?tlon Imputation cl?/loq]gl-fi.ee,
Harmonization Wrangling asmtlca B
d Synthesis BTt
Aggregation Inference

=| Consistency

0

0.986 0.018
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0.985 0.018
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Case-Studies — ALS -
Explicating Clustering

I B Between Cluster Significant
I B Differences

1-2 1-3 1-4 23 24 34
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Case-Studies — ALS -
Dimensionality Reduction

2D-1SNE 2D t-SNE Manifold

embedding
n>d
Learn a mapping: f: R — R4
{x1, %2, o, X 3= {V1, ¥2, -, Ya}
NN /reserves closely the original
P distances, p; ; and represents
the derived similarities, q; ;
between pairs of embedded
points: L
r (1 + Iy —y;11%)
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=i+ lyi —yil1®)
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f(z) = 157 and w; ; is a unit vector from y; to y;. M
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