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200+ Faculty Affiliates (Ann Arbor + Flint + Dearborn campuses)

w@ii ”m:w.

Transportation Bio/clinical Informatics

T ¢lVd

Learning Analytics Math Foundations

B 33 2L BRIV

Visual Analytics Business Analytics Data enabled robotics DBs and HPC

)




10/13/2018

MIDAS Student Organizations

Computational Social Science Rackham
Interdisciplinary Workshop

* 160+ members from 17 depts /
institutes

* Panels, skill building workshops, reading
groups, roundtable discussions

Statistics in the Community
(STATCOM)

“promotes student-driven programs that
provide statistical consulting as a community
service”

e 75+ members from Biostatistics,
Statistics and Survey Methodology

» Offers services to local governmental
and nonprofit community groups

Arrays
Vectors
Recursion

Imputation
Missingness
Detection

Unsupervised
Decision Tree

Dimension Reduction
Normalization

Denoising
Data Fusion

Transformation
Synthesis

Michigan Data Science Team (MDST)
“teaches practical data science skills by
solving impactful problems”
50+ active members from CoE, LS&A,
Ross and other units
Competitions, Tutorials, Projects

Michigan Student
Artificial Intelligence Lab (MSAIL)

* 50+ members from CoE, LS&A, Ross
and other units

* Machine learning reading group,
research projects, tutorials

Fundamentals
of Data Science
Education

Core DS Skills

Data Formats

Scientific

8 Exploratory
Confirmatory
Probability

N Simulation

R, WEKA, KNIME
Pipelines, Galaxy
Workflows
MapReduce/Hadoop

Charts/Plots
High-Dim Viz
= D3/ND3
NosSQL DBs Tableau
Dynamic Tables
sqL w/ PIG
Ontologies



Data Science and Predictive Analytics (HS650)

DSPA: Data Science and Predictive

4. Linear Algebra and Matrix Computing
20. Prediction and Internal Statistical Cross

1. Foundations of R
6. Classifi Using Nearest Neighbors®
7.C

10. Neural Networks and Support Vector Machiness

17. Regularized Linear Modeling and Controlled Variable Selection (Knockoff) 5 S

167 Varidble ahd Feature Selection
13. Evall Model Performance

141 Model Performance -
9. Regression Forecasting |
3. Data Visualization

e ]
8. Classificaliilising Decision Treru S S SAS0 oS alRAGERERENOOpUmzation
2 M 18. Big Longitudinal Data Analysis

19. Text Mining and Natural Language Processing

11. Association Rule Leaming

Data Science and Predictive Analytics (HS650)
|_Areas [ Competency
Tools owledge of basic software tools (comm
GUI based, or web-services)
Algorithms Knowledge of core principles of scientific computing,
and Algorithms applications programming, API’s, algorithm complexity, and
Applications data structures
Applicati o experience from at least one application area,
pp either through coursework, internship, research .
D il L Curation, Exploratory Data Analysis (EDA) and visualization
Data Vvisualization
Manage- i rangling Skills for data normalization, Fiate_a cleam_ng, déta aggregation,
ment and data harmonization/registration

Data infrastructure | Handling databases, web-services, Hadoop, multi-source data

. Basic understanding of bias and variance, principles of
Statistical inference . e N .
(non)parametric statistical inference, and (linear) modeling
Analysis Study design and | Design of experiments, power calculations and sample sizing,
Methods diagnostics strength of evidence, p-values, False Discovery Rates

Dimensionality reduction, k-nearest neighbors, random

forests, AdaBoost, kernelization, SVM, ensemble methods,
CNN

Machine
Learning
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Big Data Science
Challenges & Opportunities

MIDAS Challenge Initiatives

Data-Intensive Transportation Research Hub
* Reinventing Public Urban Transportation and Mobility
* Building a Transportation Data Ecosystem

Data-Intensive Learning Analytics Hub
* LEAP: Analytics for LEarners As People
* HOME: Holistic Modeling of Education

Data-Intensive Social Science Research Hub
* Computational Approaches for the Construction of Novel Macroeconomic Data
* A Social Science Collaboration for Research on Communication and Learning
based upon Big Data

Data-Intensive Health Science Research Hub
* Michigan Center for Single-Cell Genomic Data Analytics
* Michigan Integrated Center for Health Analytics & Medical Prediction (MiCHAMP)
* |dentifying Real-Time Data Predictors of Stress and Depression Using Mobile Technology

Data Science for Music Hub
* Understanding how the brain processes music through the Bach trio sonatas
* Mining patterns of audience engagement / crowdsourced music performances
* The sound of text
* A computational study of patterned melodic structures across musical cultures




Characteristics of Big Data

IBM Big Data 4V’s: Volume, Variety, Velocity & Veracity

Big Bio Data
Dimensions

Size
Complexity
Incongruency
Multi-source
Multi-scale
Time

Incomplete

Big Data
Raw Observations
Data Aggregation

Data Scrubbing
Semantic-Mapping

Tools

Harvesting and management of
vast amounts of data

Wranglers for dealing with
heterogeneous data

Tools for data harmonization and
aggregation

Transfer and joint modeling of
disparate elements

Macro to meso to micro scale
observations

Techniques accounting for
longitudinal effects

Reliable management of missing
data

Processed Data
Data Fusion
Summary Stats

Derived Biomarkers

Maps, Models
Causal Inference
Networks, Analytics

Linkages, Associations

Biomed Example: analyzing
observational data of 1,000’s
Parkinson’s disease patients based
on 10,000’s signature biomarkers
derived from multi-source imaging,
genetics, clinical, physiologic,
phenomics and demographic data
elements

Software developments, student
training, service platforms and
methodological advances
associated with the Big Data
Discovery Science all present
existing opportunities for learners,
educators, researchers,
practitioners and policy makers

_information | _Knowledge | __Action __

Actionable Decisions
Treatment Regimens
Forecasts, Predictions

Healthcare Outcomes

10/13/2018



10/13/2018

P

SO Analytics Dashboard V‘. Big Data Dashboard

Case-Studies — Parkinson’s Disease

Investigate falls in PD patients using clinical, demographic and neuroimaging
data from two independent initiatives (UMich & Tel Aviv U)
Applied controlled feature selection to identify the most salient predictors of
patient falls (gait speed, Hoehn and Yahr stage, postural instability and gait
difficulty-related measurements)
Model-based (e.g., GLM) and model-free (RF, SVM, Xgboost) analytical
methods used to forecasts clinical outcomes (e.qg., falls)
Internal statistical cross validation + external out-of-bag validation
Four specific challenges
Challenge 1, harmonize & aggregate complex, multisource, multisite PD data
Challenge 2, identify salient predictive features associated with specific clinical
traits, e.g., patient falls
Challenge 3, forecast patient falls and evaluate the classification performance
Challenge 4, predict tremor dominance (TD) vs. posture instability and gait
difficulty (PIGD).
Results: model-free machine learning based techniques provide a more reliable
clinical outcome forecasting, e.g., falls in Parkinson’s patients, with classification

accuracy of about 70-80%.
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Case-Studies — Parkinson’s Disease

FD_Subtype Tramor_score PIGD_score
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Falls in PD are extremely
difficult to predict ...

10" poads yeb

PD phenotypes
Tremor-Dominant (TD)
Postural Instability &
gait difficulty (Pl & GD)

| IR Il.hﬂ‘u[ : .I.L|II||I|

Results of binary fall/no-fall classification (5-fold CV) using top 10 selected features
(gaitSpeed_Off, ABC, BMI, PIGD_score, X2.11, partll_sum, Attention, DGI, FOG_Q, H_and_Y_OFF)

Log Regre!
VM




Open-Science & Collaborative Validation

100
100
100
100
101
101
101
101

degrees

101

degrees

101

degrees Source

101

degrees Demographics: > 500K cases  The

101
101
101
101
101

S T2_FLAIR, dMRI, SWI population

101

degrees

101

End-to-end Big Data analytic protocol jointly
processing complex imaging, genetics, clinical,
demo data for assessing PD risk

o Methods for rebalancing of imbalanced cohorts
o ML classification methods generating consistent
and powerful phenotypic predictions

o Reproducible protocols for extraction of derived
neuroimaging and genomics biomarkers for
diagnostic forecasting

Case-Studies — General Populations

20005 Ongoing characteristics Email access

110007 Ongoing characteristics Newsletter communications, date sent A . S

25780 Brain MRI Acquisition protocol phase. D U K B|0bank — dISCI’ImInate
12139 Brain MRI Believed safe to perform brain MRI scan .

12188 Brain MRI Brain MRI measurement completed between HC, Slngle and

12187 Brain MRI Brain MRI measuring method - - i+
12663 Brain MRI Reason believed unsafe to perform brain MRI m UItIple Comorbld COI’IdItIOﬂS

12704 Brain MRI Reason brain MRI not completed D Predlct ||ke||hoods Of Varlous
12652 Brain MRI Reason brain MRI not performed

12292 Carotid ultrasound Carotid ultrasound measurement completed developmental or ag|ng

12291 Carotid ultrasound Carotid ultrasound measuring method i
20235 Carotid ultrasound Carotid ultrasound results package d ISOI’derS

22672 Carotid ultrasound Maximum carotid IMT(Tnﬂma—mediaIthickness)ﬁzo Forecast cancer

22675 Carotid ultrasound Maximum carotid IMT (intima-medial thickness) at 150

22678 Carotid ultrasound Maximum carotid IMT (intima: Data

Sample Size/Data Type Summary

22681 Carotid ultrasound Maximum carotid IMT (intima

22671 Carotid ultrasound Mean carotid IMT (intima-med Clinical data: > 4K features Iongitudinal
22674 Carotid ultrasound Mean carotid IMT (intima-med

22677 Carotid ultrasound Mean carotid IMT (intima-med UK Imaging data: T1, resting- archive of

22680 Carotid ultrasound Mean carotid IMT (intima-med Biobank state fMR|’ task fMRl, the UK
22670 Carotid ultrasound Minimum carotid IMT (intima-|

22673 Carotid ultrasound Minimum carotid IMT (intima-| Genetics data

(NHS)

22676 Carotid ultrasound Minimum carotid IMT (intima-medial thickness) at 210

degrees

101

22679 Carotid ultrasound Minimum carotid IMT (intima-medial thickness) at 240

degrees

101

101
o

22682 Carotid ultrasound Quality control indicator for IMT at 120 degrees
22683 Carotid ultrasound Quality control indicator for IMT at 150 degrees
£24 otid oL i coteol iodl o foc 10
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Case-Studies — UK Biobank

) Poiots: 9914  Dienension: 300 | Selected 101 poits

jerep umo JnoA yipn
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Case-Studies — ALS

Identify predictive classifiers to detect, track and prognosticate
the progression of ALS (in terms of clinical outcomes like
ALSFRS and muscle function)

Provide a decision tree prediction of adverse events based on
subject phenotype and 0-3 month clinical assessment changes

Data

i Sample Size/Data Type Summary

Over 100 variables are recorded for all
subjects including: Demographics: age, race,
medical history, sex; Clinical data:
Amyotrophic Lateral Sclerosis Functional
Rating Scale (ALSFRS), adverse events,
onset_delta, onset_site, drugs use (riluzole)
The PRO-ACT training dataset contains
clinical and lab test information of 8,635
patients. Information of 2,424 study subjects
with valid gold standard ALSFRS slopes used
for processing, modeling and analysis

The time points for all
longitudinally varying
data elements are
aggregated into signature
vectors. This facilitates
the modeling and
prediction of ALSFRS
slope changes over the

first three months

ProAct
Archive

(baseline to month 3)
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Preliminary
feature

Case-Studies — ALS

Detect, track, and prognosticate the
progression of ALS

Predict adverse events based on
subject phenotype and 0-3 month
clinical assessment changes

Missing
covariate

Variable Importance (BART)
with Adverse Events

0.619 0.587 0.568 0.585

0.081 0.174 0.225 0.178

0.298 0.434 0.485 0.447

Q

Case-Studies — ALS

Main Finding: predicting univariate clinical outcomes may be

challenging, the (information energy) signal is very weak. We can

cluster ALS patients and generate evidence-based ALS

hypotheses about the complex interactions of multivariate factors

Classification vs. Clustering:

O Classifying univariate clinical outcomes using the PRO-ACT data
yields only marginal accuracy (about 70%).

U Unsupervised clustering into sub-groups generates stable, reliable and
consistent computable phenotypes whose explication requires
interpretation of multivariate sets of features

Silhouette

Data ; Model-based
. Cleaning ’
Reprgussir;tr?tlon Imputation Cl}/loqgl-fr_ee,
Harmonization Wrangling Ca|55|t|cqt|on,
] Synthesis P,
Aggregation Inference

=| Consistency
Variance
Cluster-Size

0]
0.986 0.018
0.956 0.053
0.985 0.018
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Hwn e Cluster
8
~
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Case-Studies — ALS —
e Explicating Clustering
T Feature Name Differences

1-2 1-3 14 2-3 24 34
onset_delta.x

Q9_Climbing_Stairs_slope

Case-Studies — ALS —

Dimensionality Reduction

2D-tSNE 2D t-SNE Manifold
embedding

. n>d d
Learn a mapping: f:R™ — R
{1, X2, s 3= {1, ¥2, -, Va}
RPNl 0reserves closely the original
1 distances, p; j and represents
° 2
o3 the derived similarities, q; ;
.

between pairs of embedded

points: -1
r (1 + 11y —y;11%)

== 5 e
i1+ 1y — il 1)

Di,j
qi,j

minKL(PIIQ) = )" pi;log

i*j

AKL(P||Q)
0=————==2%(p1,;—q,))f (x; — x;Duy

dy;
- z . .
f(2) = o7 and y; ; is a unit vector from y; to y;. M

10/13/2018

12



10/13/2018

Acknowledgments

NIH: P20 NR015331, U54 EB020406, P50 NS091856, P30 DK089503, P30AG053760, UL1TR002240
NSF: 1734853, 1636840, 1416953, 0716055 3115
The Elsie Andresen Fiske Research Fund

SOCR: Alexandr Kalinin, Selvam Palanimalai, Syed Husain, Matt Leventhal, Ashwini Khare, Rami Elkest, Abhishek Chowdhury,
Patrick Tan, Gary Chan, Andy Foglia, Pratyush Pati, Brian Zhang, Juana Sanchez, Dennis Pearl, Kyle Siegrist, Rob Gould, Jingshu
Xu, Nellie Ponarul, Ming Tang, Asiyah Lin, Nicolas Christou, Hanbo Sun, Tuo Wang. Simeone Marino

LONIV/INI: Arthur Toga, Roger Woods, Jack Van Horn, Zhuowen Tu, Yonggang Shi, David Shattuck, Elizabeth Sowell, Katherine
Narr, Anand Joshi, Shantanu Joshi, Paul Thompson, Luminita Vese, Stan Osher, Stefano Soatto, Seok Moon, Junning Li, Young
Sung, Carl Kesselman, Fabio Macciardi, Federica Torri

UMich MIDAS/MNORC/AD/PD Centers: Cathie Spino, Chuck Burant, Ben Hampstead,

Stephen Goutman, Stephen Strobbe, Hiroko Dodge, Hank Paulson, Bill Dauer, Brian Athey

Acknowledgments

Brian Athey and Al Hero

Ivo Dinov HBBS/Bioinfo, Richard Gonzalez, ISR/PSY/LS&A,
Eric Schwartz Ross & Kerby Shedden, Stats/LS&A

H. V. Jagadish: Electrical Engineering and Computer Science, CoE

Vijay Nair: Statistics & Industrial & Operations Engineering, LS&A/CoE

George Alter: Institute for Social Research; History, LS&A

Brian Athey: Computational Medicine and Bioinformatics, SoM . " "

Mike Cafarella: Computer Science and Engineering, CoE M I ch Ig an I nstltute

Ivo Dinov, Chair, Leadership and Effectiveness Science, Bioinformatics, SON/SoM

Karthik Duraisamy: Atmospheric, Oceanic, and Space Sciences for Data Science
August (Gus) Evrard: Physics; Astronomy, LS&A University of Michigan

Anna Gilbert: Mathematics, LS&A

Alfred Hero: Electrical Engineering and Computer Science; Biomedical Engineering, CoE
Judy Jin: Industrial & Operations Engineering, CoE

Carl Lagoze: School of Information

Qiaozhu Mei: School of Information

Christopher Miller: Astronomy, LS&A

Dragomir Radev: School of Information; Computer Science and Engineering; Linguistics, COE
Stephen Smith: Ecology and Evolutionary Biology, LS&A

Ambuj Tewari: Statistics; Computer Science and Engineering, LS&A

Honglak Lee, Electrical Engineering and Computer Science, CoE

Jeremy Taylor, Biostatistics, SPH

13



10/13/2018

Open-ended discussion of educational
challenges, research opportunities and
infrastructure demands in data science
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